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Introduction 
 
The aim of this article is to reconsider and correct the classification of the set of languages 

called the Ugric languages. The Ugric taxon includes Hungarian, and two Ob-Ugrian 

languages: Hanty and Mansi (JMUJ, 1993: 256 - 300). K.E. Majtinskaja points out that the 

difference between Hungarian on the one hand and the Ob-Ugrian languages, on the other 

hand, is so great that she thinks it possible that the split between them was earlier than one 

thousand years B.C. (Majtinskaja, 1966: 316). Many Finno-Ugric linguists agree with K.E. 

Majtinskaja that the split occurred that long ago. However, this long time of separation has 

some consequences. Hungarian is so different from the Ob-Ugrian languages that Hanty and 

Mansi should be put in a separate Ob-Ugric branch (JMUJ, 1993: 256). Expressing the 

common point of view on the early separation of the Old Hungarians from the Ob-Ugrian 

peoples (Hanty and Mansi), Peter Hajdu remarks that it must have happened before the 5th 

century BC (Hajdu, 1975: 39 – 50). So, one must understand that the period of separation is 

great, and that during this long time Hanty, Mansi, and Hungarian must have changed much. 

One can see that even shorter periods of language development may lead languages apart. 

Therefore, we must insist that Hungarian must not enter the same group with Hanty and 

Mansi. 

 In fact, this is only half of the step towards the correct classification of the Ugric 

languages. We must insist that Hungarian must be put in a separate subgroup called the 

Hungarian subgroup of the Ugric group, or we may organise a separate group inside the 

Finno-Ugric family. Everyone who has studied Hungarian and the Ob-Ugric languages has 
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felt that they are too different. Bela Kalman, who knew both Mansi and Hanty and could 

fluently speak both languages told me in 1985 that it is a myth that Hungarian is similar to 

either Hanty or Mansi. When I began studying Hungarian and Mansi in 1973, I was surprised 

to find how different they were. Later it was proved by the methods of experimental 

phonetics that their spectral as well as their articulatory features are quite different. In fact the 

combinability characteristics of their phonemes are also quite different (Tambovtsev, 1979a; 

1979b; 1979c). It is not surprising if one takes into account their ethnic development under 

the influence of different peoples and their languages. The ancient Hungarians migrated from 

the lands of Siberia through the lands around the Volga River to the Lake Balaton in Europe 

(Tambovtsev, 2001: 26). On their way the Hungarians met many Turkic tribes, with whom 

they lived on the Volga for a long time. Many linguists consider this time to be not less than 

1000 years. The geographical closeness between Hungarians and the Turkic tribes may have 

led to linguistic closeness due to the length of their contact (Tambovtsev, 2001: 8-10). I. 

Fodor suggests that there is great evidence that the ancient Hungarians may have been a part 

of the Turkic tribe of Bashkir. I Fodor relies on the report of the Hungarian monk Friar 

Julianus, who spoke in Hungarian to a group of people living in an area near modern 

Bashkiria in 1235. According to I. Fodor the connection between the ancient Hungarians and 

some Turkic tribes is also supported by archeological findings, especially by the findings 

from the Bashkir Cemetry at Sterlitamak, which at a minimum suggest widespread mixed 

marriages (Fodor, 1982: 268 – 271). Supporting this point of view, Angela Marcantonio 

provides a long list of linguists and ethnographers who came to the conclusion that strong 

connections developed between Hungarians and Bashkirs (Marcantonio, 2002: 260 -264).  

 Bela Kalman believes Hungarian to be either only slightly Ugric or not Ugric at all. 

Therefore, he does not consider it to be correct to put Hungarian and the Ob-Ugric languages 

in one language taxon. He found Mansi and Hanty to be closer to the Permic or Samoyedic 

languages than to Hungarian (Kalman, 1988: 396). Criticising those Finno-Ugrists who 
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support the existence of the Ugric taxon, Bela Kalman, who was an excellent specialist in 

Mansi and Hanty, claims that the so-called Ugric features are true to some other Permic and 

Volgaic languages (Kalman, 1988: 397). Using the 100 list of M. Swadesh, Alo Raun found 

only 34% of common words between Hungarian and Mansi and 27% between Hungarian and 

Hanty. Therefore, 66% of the words are different in Hungarian and Mansi. Hanty is less 

similar, with 73% of different words. There are 48% of common words in Mansi and Hanty. 

However, really related languages like the Permic Udmurt and Komi-Zyrian have 70% of 

common words (Raun, 1956: 152). It is possible to state that we can talk about two languages 

as related only they have not less than 60% of common words. In natural sciences two objects 

are considered similar if and only if they have at least 70% of common elements 

(Tambovtsev, 2003; 2005). L. Honti states that the differences between Mansi and Hanty are 

greater than between Permic or Finnic languages (JMUJ1993: 280). So, there some clues for 

further investigation into whether several dialects of Mansi and several dialects of Hanty 

should be put in the same subgroup at all. After calculating the distances between Hungarian 

and the Ob-Ugrian languages, R. Taagepera came to the same conclusion as K.E. Majtinskaja 

and B. Kalman, i.e., Hungarian severed from the Ob-Ugric languages earlier than the Finno-

Ugric language taxon divided into the Permic and Volgaic groups (Taagepera, 1994: 166 - 

167). Marcantonio describes in detail the battle of the linguists in the late 19th century 

concerning two competing interpretations of the origin of the Hungarians and their language, 

when one party supported the theory of the Turkic origin of Hungarians and the other the 

Ugric origin (Marcantonio, 2002: 35 - 37). 

 Estimating the degrees of closeness of related languages, S. E. Jahontov insists that only 

close languages have to be put in one group in any linguistic classification. Unfortunately he 

is quite correct to point out that usually subgroups and groups are not defined properly. Thus, 

the degrees of closeness are not taken into consideration (Jahontov, 1980: 148). Strictly 

speaking, subgroups should include closer groups. In their own turn groups should include 
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more close languages than families, and so on. Therefore, every stage in classification fixes 

more and more distant relatives. 

 Rein Taagepera and Ago Kuennap analysed the distances among the Uralic and other 

Northern Eurasian languages based on 46 structural features. In their study Hungarian was 

also the most distant from the other Ob-Ugric languages. Not only that, Hungarian was in fact 

far away from the other Finno-Ugric languages while the Ob-Ugric languages were closer to 

Permic languages and Mari (Taagepera et al., 2005: 161). Their Ob-Ugric taxon was the 

closest, i.e., the most compact while Hungarian stands quite far away from them. They also 

measured the distance between Hungarian and Finnic languages. This distance looks 

approximately the same as the distance between Hungarian and Ob-Ugric languages. 

Therefore it is not wise to put Hungarian in the Ugric taxon.  

 This is vividly seen in their Figure 3 on page 173. Hungarian forms a separate taxon, 

according to their data. It stands apart not only from the Ob-Ugric languages, but also from 

Finnic and Volgaic languages. The greatest distance is found between Hungarian and 

Samoyedic languages (Taagepera et al., 2005: 172). In fact, their investigation also speaks for 

constructing a new separate group for Hungarian inside the Finno-Ugric family. It is 

interesting to see that R.Taagepera and A. Kuennap actually verified our finding that Ob-

Ugric languages are typologically closer to the Permic languages. It is necessary to remark 

that the results of the statistical investigation of Taagepera and Kuennap seems quite solid 

and reliable since it was based on the 46 phonetic, morphological, and grammatical features 

(Taagepera et al., 2005: 178 – 179).   

 Taking into consideration all these doubts, it is important to reconsider the Ugric 

language taxon. It is necessary to understand if the Ugric language taxon is narural or 

artificial. This depends on the place of the Hungarian language. If Hungarian is too different 

from the Ob-Ugrian languages (Mansi and Hanty), then the Ugric taxon is artificial. In its 

turn, it helps to solve the problem of whether Hungarian is similar enough to enter into one 
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group with Mansi and Hanty. We'll consider the Ugric taxon further, but before that we must 

understand which taxon is natural and which is artificial. 

Natural and artificial taxa 

Before tackling the problem of the Ugric taxon, we must understand that some language taxa 

are natural and some are artificial. The Ugric taxon with Hungarian inside it looks artificial. 

The Ob-Ugric languages and Hungarian are not close enough to be put in one taxon. Its 

density becomes too low. 

 One can give an example of a natural set of languages, for instance the East Slavonic 

language taxon, including Belorussian, Russian and Ukrainian. It is possible to prove the 

naturalness of the taxon because they have similar cognates. However, they are also 

typologically close and the direct communication of speakers is possible. It is a fact that the 

native speakers of Russian can understand both Ukrainians and Belorussians, while 

Ukrainians can understand Belorussians. Even if one takes Eastern, Southern and Western 

Slavonic languages, one can say that some sort of communication is possible. It is not so 

obvious with some other language taxa. The communication within some other language 

groups is not possible. Let us take the example of the languages and dialects which enter 

Ugric group of languages: Hungarian, Mansi and Hanty. Hungarians do not understand either 

Mansi or Hanty. The speakers of the languages of the Ob-Ugrian branch (Mansi and Hanty) 

of the Ugric subgroup of the Finno-Ugric group of the Uralic family usually cannot 

understand each other, either. Even the communication of the native speakers of different 

dialects of Mansi often is not possible. The Konda and Sosjva (i.e., Northern) dialects of the 

Mansi language are so different that communication between the speakers of these dialects is 

not possible. One should expect that the speakers of different dialects of a language must 

understand each other. However, this is not the case with the Ugric languages. It is also true 

for many dialects of the Hanty language, not to speak of Hanty and Mansi as it is, since they 

are said to be separate languages. Maybe, in the case of dialects of Mansi and Hanty, one 
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should speak about languages, but not dialects. At the same time, Mansi, Hanty, and 

Hangarian are united in one group of languages.  

 In this article we try to construct a sort of taxonomy for different groups of languages. 

Taxonomy is always a sort of classification. So, we can say that classification creates taxa. 

Natural classifications create natural taxa and articicial classifications create artificial taxa. 

The example of an artificial taxon may be a set of languages beginning with the letter "m" in 

the alphabetic catalogue the library. Let us just give some of the languages which begin with 

the letter "m", taken at random: "Mabida, Macedonian, Madu, Magahi, Malay, Mangarayi, 

Mansi, Marathi, Mari, Maykulan, Mbaatyana, Megeb, Moldavian, Mongolian, Mordovian, 

etc, etc." One can see that these languages are from different genetic groups and families. 

Therefore, it is not a genetic classification. Thus, it is not natural, but artificial. Specialists in 

the theory of classifications usually think it quite essential to define first of all two types of 

classifications: natural and artificial (Rozova, 1986: 45). Summing up all the points of view 

on the constructions of the natural and artificial classifications, we can say that natural 

classifications are basic and fundamental, while artificial classifications are optional and 

subjective. However, one cannot help agreeing with S. S. Rozova, N. I. Kondakov, M. S. 

Strogovich, and other specialists in the field of theoretical classifications, who analysed many 

classifications in the sciences and humanities. They come to the conclusion that it is often 

hard to judge if the classification is natural or artificial, especially at the initial stages of some 

sciences or humanities (Kondakov, 1971: 151; Rozova, 1986: 46 - 49). They point out that 

usually scholars try to build a natural classification because they consider natural 

classifications most important and "good". However, they end up with a sort of an artificial 

classification. More often than not a natural classification is a sort of the ideal. Genetic 

classifications are said to be natural. Rozova shows that usually genetic classifications, which 

were built at the early stages of development of some science and were thought to be natural 

at the early stage, are not natural. In fact, they turn to be artificial at the later stages of the 
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development and should be reconsidered and changed (Rozova, 1986: 84 - 98). Maybe this is 

the case with Ugric group now. Perhaps the Ugric group should be analysed again and 

reconsidered, or left as it is if it proves to be natural. Rozova warns against considering 

hypotheses as facts (Rozova, 1986: 87 - 92).    

 Some time ago, the Finno-Ugric and Samoyedic languages were considered to be 

separate language families. However, now it is fashionable to unite them into one genetic 

family (Austerlitz, 1990: 569). Though some linguists believe the united set of Finno-Ugric 

and Samoyedic languages called "Uralic family" is a natural taxon of languages, some other 

linguists (e.g. Ago Kuennap, Angela Marcantonio, Kalevi Wiik, etc.) do not believe them to 

be a family. By a family linguists usually mean a genetically related language taxon, which 

can be called natural. It it necessary to remark, of course, that it depends on how a language 

family is defined. One may call a family some set of languages, which are not genetically 

related. However, it is more correct to understand a family as a genetically related language 

entity, that is, a close set of genetically related languages. It is supposed to form a natural 

taxon. Many linguists believe Turkic languages to form a natural taxon, since they are very 

similar and direct communication is usually possible. Some specialists in Finno-Ugric and 

Samoyedic studies are quite skeptical that all Uralic languages, especially Finno-Ugric and 

Samoyedic, are genetically related. That is they do not believe Uralic taxon of languages to 

be a natural language taxon. The demonstration of a genetic relationship depends on finding 

words of similar phonological shape having equivalent meaning, called cognates. That means 

that if languages are related, their speech sound chains are similar. 

 Usually the languages of the world are classified into some taxa on the basis of some 

words, which have similar or identical sound forms, at the same time having similar or 

identical meanings. We are trying to study some of the defined language taxa by a new 

method called typologo-metrical. Here, we shall touch upon the taxon of Uralic languages. 

The taxon of Uralic languages is known to include Finno-Ugric and Samoyedic languages. 
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We should analyse the typological similarity of the sound chains of the Finno-Ugric and 

Samoyedic taxa to find out if they are similar enough to belong to one and the same language 

family. If they are not similar, then one should come to the conclusion that their combination 

into one language family is artificial. 

 Let us consider one point, which may be the same for natural and artificial 

classifications, the usefulness of these classifications. Sometimes this point, especially at the 

early stages of the development of some sciences or humanities, leads scholars astray. Thus, a 

useful artificial classification may be taken for a natural classification. Actually, it may sound 

strange, but both natural and artificial classifications are quite useful. A list of Finno-Ugric, 

Samoyedic, Turkic or the world languages in alphabetic order is a fair example of a useful 

classification, which is at the same time artificial. The order of the languages in these 

classifications, and thus the neighbouring languages, has nothing to do with the origin or 

typology of these languages. Moreover, this order may be different in English and in Russian 

because the order of the letters is different. Nevertheless, this artificial classification of 

languages is quite useful, especially for different sorts of catalogues or lists. In fact, in 

describing Turkic languages we employed the principle of alphabetic order since there are at 

least 15 classifications of Turkic languages, which may be called natural, since they take into 

account some important and essential typologo-genetic features. At the same time, the 

artificial language classifications select some arbitrary features, which are not important or 

essential for this or that set of languages (Tambovtsev, 2001-b). In this case, an artificial 

classification is more correct, because a natural classification may be misleading. Nina Z. 

Gadzhieva does not believe it is possible to yield one classification of the Turkic languages, 

which should be true from all aspects. On the contrary, she emphasises that different features 

may give different classifications. She strongly believes that the use of computers and the 

methods of mathematical linguistics may help to correct the existing classifications of Turkic 

languages (Gadzhieva, 1980: 125).     
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 We shall study different language taxa on the basis of the new method in linguistics, i.e., 

the degrees of compactness of the main phonetic features. Let us discuss the notion of 

compactness and how to measure the degree of compactness of different language taxa. In 

this form the notion of typological compactness from the phonological point of view was 

introduced in linguistics in 1986. It was based on the frequency of occurrence of some certain 

important and essential articulatory features. Several criteria of mathematical statistics were 

used to measure the compactness (Tambovtsev, 1986). 

Establishing the Strict Hierachy of Language Taxa.    

However, before discussing the degrees of compactness of different language taxa, one must 

establish the exact order of the language taxa. The ordered series of the taxa has to begin with 

the smallest taxon and end with the largest one. By the smallest taxon we mean the language 

taxon, which includes the least number of languages. It is quite logical to begin with the 

notion of a branch as the smallest language taxon. Thus, we can propose to define the 

following ordered series of language taxa from the smallest to the largest: 

1. branch 

2. subgroup 

3. group 

4. family 

5. unity 

6. phylum 

7. union 

8. community 

 Language taxonomy is known to be tightly linked with language typology and language 

classification. Typology is considered to be the method of research, which is based on the 

separation of a set of some objects into certain types. The type is meant to be a taxonomic 

unit. As a result, one can receive a sort of taxonomy, which in linguistics can be understood 

as a sort of classification. Nickolai G. Zagorujko points out that the structure of a taxon is 
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better if more similar objects are united into one taxon. The diversion of the individual 

characteristics of the objects from the mean is minimal. The requirements for "similarity" or 

"closeness" is based on the notion of compactness and is put forward by different scholars 

who deal with taxonomy (Zagorujko, 1972: 90).  

 One has to define a set of some languages as a branch, i.e., the smallest language taxon. 

One of the options is to define Ob-Ugric languages (Mansi and Hanty) as a branch of the 

Ugric subgroup of the Finno-Ugric group of the Uralic family. In its own turn the Uralic 

family may enter the Ural-Altaic language unity. It is quite logical, but may or may not be a 

natural classification of the languages in question. Unfortunately, in linguistics the notion of a 

branch, subgroup, group, etc. is not paid enough attention to, so their usage is often mixed. 

Thus, a branch is often wrongly called a subgroup or a group. Even a language family is 

sometimes called a group, though sometimes it is called a language unity. So, one can see 

that the definitions of language taxa are not stable. In fact, there is no one-to-one 

correspondence between the terms and the natural subdivisions or divisions, which are 

generally accepted and fixed.  

 Therefore, it is better to use for language sets some general term like "a taxon". We 

propose by a language taxon to mean some sort of a set of languages. Actually, by our 

typologo-metrical method we try to construct some sort of typologo-metric classification for 

Finno-Ugric and Samoyedic languages known as Uralic languages. However, it is still a great 

enigma whether they are a closely related family from a typological point of view. They may 

be a conglomeration of languages, mechanically put together, just for some sort of 

convenience to classify them. Thus, in this case, one should call them an artificial 

classification. If they are sufficiently close from the phono-typological point of view, then 

they should be called a natural classification. A natural classification is apt to be a genetic 

one with greater probability. After calculating Uralic compactness on the one hand, and 

Finno-Ugric and Samoyedic compactness on the other, one can draw certain conclusions, as 
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we can receive the values of compactness for these taxa: a) Ugric; b) Ugric-Permian; c) 

Ugric-Volgaic; d) Finno-Ugric; e) Uralic; and many others.    

 After that it is advisable to compare these values of compactness with those of the 

Turkic, Tungus-Manchurian and other taxa of the world languages. Thus, we are trying to 

build up some new sort of systematics of the Finno-Ugric, Samoyedic and other languages 

defined in accordance with their presumed or natural relationships based on some certain set 

of the selected features.  

Recent Developments in Uralistics.  

It is obvious that not only the Ugric taxon should be reconsidered. It looks that recent 

developments in Uralistics are creating a sort of a crisis of a scientific paradigm in the field of 

Uralistics. One can notice the main features of this crisis, which were or are the same as in 

the other Sciences or Humanities. These features are well described by T. S. Kuhn in his 

book "The Structure of Scientific Revolutions" as the crisis of the old scientific paradigm and 

the creation of the new scientific theories (Kun, 1977: 96 - 109). Kuhn is quite correct to 

stress that the old scientific paradigm never goes away peacefully. Usually, the scholars 

strongly and negatively react to new theories and to those scholars who introduce new 

theories. Kuhn points out that what the scholars never do is to rush to the support of the new 

theory (Kun, 1977: 110 - 119). We can see the similar negative reaction of the majority of the 

specialists in Uralistics to the new theories of Ago Kuennap, Angela Marcantonio, Wiik 

Kalevi and others, who reject the old scientific paradigm in Uralistics.   

 We have made up our mind to introduce some new data about the typology of sound 

chains in the Uralic languages. Our data may help either to make the old Uralic paradigm 

stronger or give new evidence for rejecting it. It is easy to explain psychologically why the 

old scientific paradigms are more stable and why many scholars would rather cling to false 

(but old) paradigm than switch over to the true (but new and unknown) one. It is quite cosy to 

remain in the embrace of the old and known paradigm. One can always close his or her eyes 
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to its inconsistencies and drawbacks. Many Uralic linguists got used to the old classification, 

which they first studied as students. They do not want to think about it twice, since they 

usually work on some other linguistic problems which do not concern the classification of 

languages. Usually, many linguists do not want to disturb "sleeping dogs". They do not 

believe that this or that linguistic classification must be checked again and again. Fortunately, 

in Uralistics there are some other linguists who think that with growing linguistic knowledge 

the old linguistic classifications should be verified. That is, every new linguistic fact should 

be used to verify the old linguistic classifications. If more and more new linguistic facts are 

discovered that contradict the old classification, it has to be reconsidered on the basis of the 

new level of linguistic knowledge. The linguists with modern linguistic thinking argue that 

the old linguistics classifications must be verified and checked again and again, and 

reconsidered if necessary, again and again. However, in Uralistics, as well as in linguistics in 

general, old classifications are not reconsidered after an abundance of new linguistic facts has 

been received. One must bear in mind a simple idea: what was good and logical several 

centuries ago, i.e., at the old level of development of linguistics, may be neither good nor 

logical at a more advanced development of linguistics, of course, if we want to call this 

"science". Any linguist must understand the difference between a linguistic fact, which may 

remain true, though discovered several centuries ago, and a linguistic theory, which can be 

altered or rejected when abundant new linguistic facts are discovered.  

 Some outstanding linguists like Boris A. Serebrennikov urged linguists to return to the 

established language taxa (classifications) again in order to verify them on the basis of certain 

laws of logic. He stressed that each established genetic language family (i.e., a language 

taxon or a classification) is not a fact but a hypothesis (Serebrennokov, 1982: 6). 

Compactness of Language Taxa. 

We built our definitions and ideas about compactness on the fundamentals of pattern 

recognition in order to be able to solve some of the problems in Uralistics. Actually, the 
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problems in other fields of linguistics are often similar and cannot be solved in any other 

linguistic way, i.e., by remaining inside the frames of reasoning and data of classical 

linguistics. 

 It is important to bear in mind that in this form the notion of compactness is usually used 

in the Sciences, not in the Humanities, though we omit mathematical formalism. We 

understand compact as "neatly fitted, firmly put together, closely united or packed, not 

gangling or spare; concentrated in a limited area or small space, compressed, condensed, 

having density". One should note that if we remove the unnecessary mathematical formalism 

of pattern recognition, then this notion is very similar to the notion of compactness in 

philosophy, science, technology, and everyday life (EK, 1975:457; Hornby, 1984: 115; 

Kondakov, 1975: 254; Ozhegov, 1970: 280; Webster, 1965: 168). In linguistics it was not 

used previously in the way we use it. It appears that we introduced it into typology for the 

first time in our own works in the seventies of the previous century. One should not mix the 

term compact in pattern recognition and in acoustics, which was later used in experimental 

phonetics. It is true that the term was used in the acoustical sense, as one of the features of a 

vowel or consonant sound, invented and set up by Jakobson and Halle in their distinctive 

feature theory of phonology; compact sounds are defined acoustically as those which have a 

relatively high concentration of acoustic energy in a narrow, central part of the sound 

spectrum. This is a common notion in acoustic phonetics and is generally accepted. 

 We understand compactness as it is understood in pattern recognition with reference to 

languages, if a language is understood as an object. That is, we understand it as the degree of 

how compact the languages are placed in the language taxa: branches, subgroups, groups, 

families, unities and other language superfamilies from the point of view of the frequency of 

occurrence of certain groups of consonants in certain languages. In other words, it is the 

value of the total distance between the languages inside a language taxon, i.e., a branch, 

subgroup, group, family, or any other language superfamily. In fact, we believe that every 
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language subgroup, group, family, superfamily, unity, or Sprachbund should be considered a 

taxon. The taxonomic approach was taken from biosystematics and pattern recognition. This 

approach requires us to select certain linguistic features. We have selected the frequency of 

occurrence of certain phonological classes (vowels and consonants) and groups (labial, front, 

palatal, velar, sonorant, occlusive, fricative and voiced consonants). The compactness of a 

language subgroup, group, or family is calculated on the basis of the frequency of occurrence 

of the mentioned features. 

 We found only two cases of the notion of compactness being used in linguistics in our 

way. We believe that in these cases, the notion of compactness, which we described earlier, 

does not differ from the meaning of this term used in their linguistic works. First of all, we 

mean the works of V. V. Martynov, T.V. Gamkrelidze and Vjach. Vs. Ivanov. Unfortunately 

they don't define the term compactness. We can presume that this term is used in its common 

logical sense, that is in the sense reflected in the dictionaries. Thus, V. V. Martynov speaks 

about "a compact language massive", meaning that the native speakers of a certain language 

live together (Martynov, 1983: 6). Tomaz V. Gamkrelidze and Vjacheslav Vs. Ivanov speak 

about "the compactness of territorial language spread" (Gamkrelidze et al., 1984: 44). 

 Sometimes this term is used in the sense close to ours in archeology. So, Tret'jakov 

speaks of "compact heaps of ancient relics" (Tret'jakov, 1970: 81), "compactness of the 

territories of the peoples" (Tret'jakov, 1970: 3) or "compact settling" (Tret'jakov, 1982: 118).  

 It is necessary to emphasise that in our works we have used a more precise definition of 

compactness (Tambovtsev, 1986; 1991). It was possible to receive some new linguistic 

results because we based our investigation on the clearly cut and exact definition of 

compactness. It is accepted and used in pattern recognition and statistical methods of 

classification (Arkadjev et al., 1964: 29-34; 1971; Bongard, 1967: 30-31; Eliseeva et al., 

1977: 9-14; Mirkin, 1976: 114-116; Vasil'jev, 1969: 16-18; Zagorujko, 1972: 21).  
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 Some scholars speak about "condensation" which is in fact the same as compactness 

(Mirkin, 1976: 114-146). Yuri D. Apresjan uses the term condensation in linguistics. Based 

on condensations his algorithm, he constructs classes of verbs in Russian (Apresjan, 1966: 

141-144). We consider that in this case both terms: compactness and condensation mean the 

same. Let us consider in detail what is compactness or condensation. B. G. Mirkin considers 

condensation to be such a set of objects in which any inner link is shorter than any outer link 

(Mirkin, 1980: 235). Further we shall see that the definition of compactness is more or less 

the same in the opinion of different scholars.  

 The first scholars who defined compactness were A. G. Arkadjev and E. M. Braverman, 

who dealt with methods of pattern recognition. They considered compactness as the set which 

satisfies the following conditions: 

a) the number of marginal points is much less than the total number of points; 

b) any two inner points may be linked by a rather smooth line coming only through the 

points of the same set; and as a consequence -  

c) almost any inner point has only the points of the same set in a rather vast neighbourhood 

(Arkadjev et al., 1964: 28). 

Arkadjev and E. Braverman developed the idea of compactness in their subsequent works. 

Actually, they remark, that if the group (set) is compact, then the objects inside it should be 

linked tightly, and on the contrary, the objects of different groups should be far away 

(Arkadjev et al., 1971: 27). 

   Another pattern recognition expert, V. I. Vasil'ev, believes that if the set of points is 

compact, then: 

a) a smooth transition from one image to another is always possible inside one and the same 

pattern, so that all intermediate images are recognised as the images of one and the same 

pattern; on the contrary it is not possible to transit from the elements of one image to the 
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elements of the other image without obtaining some intermediate elements which have 

uncertain origin; 

b)  if the deformation of the image in any direction is not great, then they remain inside the 

same image (Vasil'ev, 1969: 16-17). However, further Vasil’ev cites all the requirements 

of Arkadjev and Braverman, which we discussed above. Therefore, they are not provided 

here. 

M. M. Bongard remarks that if the set of points is compact, then they all are situated in a 

space closely (Bongard, 1967: 30-31). N. G. Zagorujko believes that one often operates with 

the notion of compactness in pattern recognition, by which one means that the realisation of 

one and the same image is reflected in geometrically close points of the sample space 

(Zagorujko, 1972: 21).  I. I. Eliseeva and V. O. Rukavishnikov speak about compactness and 

condensation as about the places where the points concentrate (Eliseeva et al., 1977: 40). 

Thus, it is easy to define a taxon as compact. One should find the inner and outer links of the 

languages inside it and check if the mean of the inner links is less than the mean of the outer 

links.  

 The majority of pattern recognition experts agree with the definition of compactness 

given by V. M. Glushkov and his co-authors in "Encyclopaedia of Cybernetics" who regard 

the hypothesis of compactness as a supposition that the subset of the images to be recognised 

is simple in a certain sense. The notion of simplicity may be realised differently. For instance, 

the classes of images are called compact if they may be separated from each other with the 

help of hyper-planes or when each class of images can be represented in the form of the unity 

of several convex sets. 

 The criterion of compactness reflects the idea that the images of one class should be 

more similar, than those of different classes (EK, 1975: 229). If a set of objects (in our case - 

languages) is compact, then it forms a taxon, i.e., a subgroup, group, family, or superfamily. 
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This is why the notion of taxon is closely connected with the notion of compactness. In fact, 

the value of compactness may be regarded as the total of the inner distances inside a taxon. 

 Every language may be regarded as a separate object. We must analyse this object and 

define some features on the basis of which we shall form taxa. The features must be basic. 

Simon G. Kordonskij states that there are two forms of theoretical descriptions. 

Classificational description introduces the notion of a taxon while the experimental 

description introduces the notion of a type. Taxa fix the objects, which exist. Types fix the 

functioning of objects, i.e., the way the objects exist (Kordonskij, 2001: 19). Languages may 

be regarded both as objects and sets of functions. Thus languages may be both taxa and types. 

 Yuri A. Shreider understands languages as inner systems which could be classified. 

Therefore he understands the schemes of language classifications as the outer systems. In 

fact, by the outer system he considers some class of objects which have some common 

features. Moreover, he thinks that these object may be united because and only because of the 

fact that they form a natural system. Developing his ideas, S. G. Kordonskij adds that 

common features may be a part of both inner and outer systems. The outer system may fall 

into classes in the natural way (Kordonskij, 1983: 141). It is quite important for linguists to 

understand if existing language taxa are real (i.e., natural) or imaginary (i.e., artificial), and 

can be changed by the next generation of linguists. We believe that our investigation may 

help linguists to regard existing language classifications as natural systems. In our case the 

great value of compactness indicates that the classification is natural, thus the taxa are natural 

too. On the contrary, if the value of compactness is small, then the classification is not 

natural. This in fact may show that one should not unite some languages in one taxon (group). 

 When uniting some languages into subgroups, groups, families and superfamilies, we 

separate them from the medium of the rest world languages. As G. P. Mel'nikov correctly 

remarks, going over from the medium to the object, a subject discovers an object as a 

violation of the qualitative property, i.e., as the violation of the homogenious property of the 
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quality (Mel'nikov, 1978: 22). In this case compactness may be an indicator of holism. In a 

sense, the value of compactness shows the limits of allowed differences between the 

languages in a taxon, which can be measured by the theoretical values of the "chi-square" 

criterion. If the introduction of a language violates the compactness of a taxon too much, then 

the obtained value of chi-square criterion is greater than its theoretical value. One can see that 

this certain language does not belong to this certain taxon (Tambovtsev, 1994-a: 23-69). G. P. 

Mel'nikov calls this the borders of the allowed diffusion of the functional states. Transferring 

his remark to a language taxon as a holistic object, one can speak about the limits of the 

changes under which the given object remains within the limits of stable functioning 

(Mel'nikov, 1978: 55). 

 In other words, the stability of a taxon as a holistic object aims at the influence on those 

languages whose occurrences differ too much from the mean of the taxon. It the language 

does not want to accommodate its typology, then it is ousted from the taxon. Sometimes only 

one language violates the compactness of the taxon. However, there may be cases when many 

languages greatly fluctuate from the mean. If these differences are greater than the theoretical 

values of the chi-square criterion, then one should not consider this taxon holistic. In this case 

it is not a group, but a mechanical mixture, i.e., random conglomeration of languages. It is not 

what can be called a natural class (taxon).  

 We believe that the value of the compactness of a language taxon may be the indicator of 

the measure of how much systemic this or that group is, if this group is a holistic object. In 

the opinion of G. P. Mel'nikov, any object may be regarded as a system, if it is defined how 

systemic it is (Mel'nikov, 1978: 68). Gennadij P. Mel'nikov underlined the importance of 

treating the languages of the world as some sort of a system, which should be studied by the 

methods of mathematical statistics (Mel'nikov, 2003: 278 - 281; 347, etc.). 
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 As it was mentioned earlier, it is very important to select the most essential features in 

order to construct a taxon. The features chosen are the most basic for any language. They are 

the frequency of occurrence of the articulatory consonantal groups defined by: 

a) the work of the active organ of speech: labial, front, palatal and velar; sometimes it is 

called the place of articulation; 

b) the manner of articulation: sonorant, occlusive and fricative; 

c) the work of the vocal cords: voiced. 

This provides the most complete consonantal classification from the point of view of 

articulation. This is why we can call these features the most basic and essential for any 

human language. Therefore, we choose 8 feature for consonants: 1) labial; 2) front; 3) palatal; 

4) velar; 5) sonorant; 6) occlusive; 7) fricative; 8) voiced. They have equal typological 

weights. 

 The frequency of occurrence of the consonantal groups mentioned above is calculated in 

per cent to all the phonemes in the speech sound chain. The frequency of vowels is tacitly 

present, though in this work it is not vividly (exactly, explicitly, obviously) used. If it is not 

possible to determine the differences in the compactness of language taxa based only on 

consonants, then the actual frequencies of vowels should be introduced.  

 The ethalon for comparing typological similarities of speech sound chains of different 

languages is the value of compactness of different language taxa. This is quite clear now. 

However, it is not clear how to calculate the value of compactness. We must develop a 

certain method for linguistics since no one has done it before. We have developed several 

methods. Now let us consider them. The easiest method to calculate compactness is the 

calculation of the standard deviation. The easiest way, however, is not always the best. We 

cannot use it for reasons of commensurability. Nevertheless, one can use standard deviation if 

one studies the variability of a certain group of consonants in one and the same language. For 

instance, one can calculate the variability of labial consonants in the texts of different writers 
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in English. If one wants to compare the data, which have various values of their means, then 

one should use the coefficient of variance, which keeps to the laws of commensurability. 

Actually, the coefficient of variance allows us to compare data of different sorts and origins.   

 We must emphasise that it is quite necessary to keep to the principle of 

commensurability. Usually this is not discussed in linguistics. Nevertheless, it is one of the 

most basic principles in any scientific investigation (Drujanov, 1982: 28 - 52; 101 - 115; 

Zagorujko, 1981: 32 - 34). In comparing objects (in this case, languages) one should keep to 

one and the same principle and the comparison must use the universal parameters (Kondakov, 

1971: 151). We believe compactness to be a universal parameter since we can measure it on 

the taxa of languages of different genetic origin and morphologic structure.  

 To measure compactness one should first measure its inverse, i.e., diffusion or deviation. 

Actually, many methods have been invented to measure deviation or variance. One is the 

coefficient of variance; another is the value of the T-coefficient. One should bear in mind that 

the values of both coefficients are inverse to the value of compactness. In other words, the 

greater their value, the lesser the value of compactness, and on the contrary, the lower their 

value, the greater the value of compactness.  Before explaining how to calculate the 

coefficient of variance and T-coefficient, let us consider the calculation of the standard 

deviation, which is the basis for calculation of the coefficient of variance. 

 Very often linguists compare means of occurrence of some linguistic units and don't go 

further than that. Actually, the mean value is more reliable than the mode or median. One 

should take the mean because it represents the distribution better than the mode or median 

(Pavlovskij, 1967: 55). Nevertheless, to see the variance, a linguist should use the standard 

deviation because it is the measure of dispersion and changeability. Christopher Butler 

believes that the standard deviation is difficult to interpret in common-sense terms, but 

recommends it, for it has properties which make it very suitable for further statistical work 

(Butler, 1985: 37).  Standard deviation measures how the values of some variable are grouped 
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around their mean. The value of the standard deviation shows the degree of this variability. It 

is measured by the sum of the values of the differences raised to the second power. The 

greater the value of the standard deviation of some linguistic unit, the more dispersed the 

values around their mean. The greater dispersion, the greater the changeability of some 

linguistic phenomenon. And on the contrary, if dispersion becomes less, then the 

changeability is less (Tambovtsev, 1994: 33 - 37). 

 Let's discuss the properties of standard deviation in detail. Compactness is really closely 

connected to variability. Christopher Butler is quite correct to state that first of all we must 

answer this question: how closely do the data cluster around the mean. We must also answer 

another question before considering measures of variability in some detail: why do we bother 

to measure this property at all? We agree with him that variability may be of interest in its 

own right (Butler, 1985: 35). In this case, it is important because we attempt to find out the 

compactness profile of a language taxon. On the one hand, we can claim a difference in the 

typology of speech sound chains of some languages much more confidently if the values are 

widely spread. On the other hand, we can see typological similarity between languages if the 

values cluster closely round the mean of a language taxon. One must bear in mind that neither 

the range nor the mean of some linguistic values is evident enough while comparing two 

language taxa. It is quite necessary to calculate the value of the standard deviation to realise 

the true distribution inside a language taxon. Let us show it graphically on a simple one-

dimensional case, though our conclusions are true for multi-dimensional cases. Theoretically 

one can imagine several cases (more details in Tambovtsev, 2003: 77 - 124).  

 It is easy to see that if two taxa have an equal number of members, then their means are 

equal to each other if the range is the same. However, the values of the standard deviation are 

quite different, and, thus, the values of compactness are quite different, too: 

   A)   [__[__[__[__[__[__[__[.   B)   [_[_[_[_________[_[_[_[  

This is the most complex case. Nevertheless, even in this case, one can measure the true 
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difference between the values of compactness in these taxa.  

 Practically, in linguistics, one encounters the situation when the number of the members in 

the taxa and their ranges are different. We should consider these cases simpler. However, 

even then, it is better to calculate the value of the standard deviation in order to see how 

much their compactness values differ. It is quite clear that if a taxon has the same number of 

members as another, then its compactness is less, if its range is greater: 

   A)   [_[_[_[_[_[_[_[.      B)   [___[___[___[___[___[___[___[. 

On the contrary, if the range in both taxa is the same, then the taxon with the greater number 

of members has the greater value of compactness: 

 A)   [_[_[_[_[_[_[_[.                     B)   [____[____[____[ 

We considered all the possible situations in which the value of standard deviation works 

better than the mean or the range. 

 One can easily find the formula of standard deviation in any book on linguistic statistics 

(e.g., Butler, 1985: 37; Tambovtsev, 2003: 11 - 16). 

 Let's consider the properties of the coefficient of variation. As it was mentioned above, the 

coefficient of variation is used in such situations where it is necessary to compare the 

variability of distributions described in different units. In our case, it is not possible to 

compare the compactness of labial and front consonants with the help of standard deviation 

since their values differ too much. For instance, the value of the standard deviation of the 

labial consonants of the Ugric languages (Tab.3) is much less (nearly twice) than the standard 

deviation of the front consonants (cf. 1.49 and 1.90). However, the coefficient of variation of 

the front consonants, on the contrary, is less than half (cf. 12.65% and 6.09%). Actually, the 

value of the standard deviation of labial consonants of the Germanic group of Indo-European 

family is 1.14, while the value of standard deviation of the front consonants is 5.38. We shall 

see further that in fact the values of standard deviations of labial and front consonants are 

incommensurable, that is, they cannot be compared directly. There is no basis for comparison 
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since the mean of the labial consonants in Ugric languages is 11.79, while the mean of the 

Ugric front consonants is 3 times greater (31.18). The same incommensurability can be 

observed in other language taxons. For instance, the labial mean in Germanic languages 

comprises 11.42 while the front mean is 37.78. We must use some sort of measure which 

takes into account the great absolute differences. Usually, to compare such great differences, 

the values of the coefficient of variation are applied, since it is a reliable relative measure 

(Richmond, 1964: 89 - 90; Tambovtsev, 2004: 11 - 16):  

  V= S/ M  ● 100%  

where V-  the coefficient of variation 

           S -  the standard deviation 

           M - the mean value   

In fact, Chris Butler, Raimond G. Piotrovski, Yuri Tambovtsev and others have shown that 

the coefficient of variance allows us to compare any data with any other data in linguistics by 

the values of the coefficient of variance without bothering about incommensurability of data 

(Butler, 1985: 37 - 43; Tambovtsev, 2004: 11 - 16).   

  If we reconsider the compactness of the labial consonants on the basis of the coefficient 

of variance, we can see that it is more similar to the actual facts. The coefficient of variance 

of labial consonants in the Ugric taxon is 12.65% while that of the front consonants is 6.09%, 

that is less than half, while their standard deviations are more or less the same, 1.49 and 1.90. 

Let us take another example. The coefficient of variance of labial (V=10.01%) and front 

(14.25%) consonants of the Germanic group, which shows the compactness is more or less 

the same (cf. 10.01% and 14.25%), though their standard deviations are quite different (cf. 

1.14 and 5.38). One can see that coefficient of variation yields a more reliable result. One 

must not forget that the value of compactness is converse to that of the coefficient of 

variation. Thus, the taxon of Germanic languages is more compact, from the point of view of 

the labial (V=10.01%), than front (14.25%) consonants. It is also possible to compare the 
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compactness of different language taxa from the point of view of labial consonants. For 

instance, the Iranian group of Indo-European (V=15.06%) is less compact by the parameter 

of the labial consonants while Indic group is more compact (V=6.85%). The coefficient of 

variation allows us to compare the labial compactness of the groups of the Indo-European 

family mentioned above with those of families: Mongolian (V=7.55%), Tungus-Manchurian 

(16.19%) or American Indian languages (29.89%). 

  The value of the coefficient of variation as well as T-coefficient may measure the 

linguistic stability of a sample text. We can understand it in the way the notion of stability is 

used in cybernetics, i.e., stability is the ability of a system to return to some stationary state 

from any other different state (Glushkov, 1975: 468). Or in other words, stability is a property 

allowing some distortions to occur within certain limits, which are small enough (Glushkov, 

1975: 478).   

  Actually, there arises a question as to how great these allowed limits should be. It is 

easier to determine such limits for the T - coefficient, as we shall see further. Now, let us 

explain how it is possible to calculate the T-coefficient (hereafter, TMB coefficient or TMB). 

We do it with the help of the theoretical values for the "Chi-square" criterion, given in 

statistical tables (e.g. Bol'shev et al., 1983). In order to calculate the TMB coefficient, it is 

necessary to divide the obtained Chi-square value by its table value taking into considerations 

the degrees of freedom (Tambovtsev, 2003). If the value of this TMB coefficient is less than 

1 (a unit), then the set under investigation should be considered homogenous. If it is equal to 

1 (a unit) or greater, then the set is not homogenous. It is necessary to point out that we can 

measure different degrees of homogeneity or dispersion by the values of the TMB coefficient. 

  However, it is more difficult to understand how great the allowed limits should be for the 

coefficient of variation since there are no theoretical limits for it. In linguistics, as well as in 

the Humanities and in all the Sciences connected with man and his activity, these allowed 

limits are derived empirically, i.e., from practice. Unfortunately, different scholars allow 
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different limits. Some of them consider it tolerable to have its value up to 50% (Martynenko, 

1988: 62). V. N. Sis'kov is sure that the taxon is homogenous and stable if the value of the 

coefficient of variation is less than 33% (Sis'kov, 1971: 10). G. Ja. Martynenko considers the 

set of texts of the writers of the end of the 19th century and the beginning of the 20th century 

stable and integral by some of the syntax features because their coefficient of variation is 

much less than 33% (Martynenko, 1988: 150 - 154).  R. G. Piotrovkij calculates the stability 

of the use of the English definite article (V=7.12%) and the German word "power" in the 

texts of FRG (V= 90.00%) and GDR (160.00%). He thinks that the distribution of the article 

may be called stable (Piotrovskij et al., 1977: 243). 

  G. Ja. Martynenko correctly points out that the greater the value of the coefficient of 

variation, the greater the probability that the set is not homogenous. He calls it the criterion of 

fluctuation (Martynenko, 1988: 62). V. I. Sis'kov believes that a high value of this coefficient 

may indicate the mixture of some two distributions with quite different means (Sis'kov, 1975: 

101). A. I.Venchikov and his colleagues think that the value of this coefficient should not be 

greater than 50% (Venchikov et al., 1974: 21). G. N. Zajtsev considers critical a value greater 

than 105%. Actually, he proposes the following scale: 1) small variation: 0% - 4%; 2) normal 

variation: 5% - 44%; 3) considerable variation: 45% - 64%; 4) great variation: 65% - 84%; 5) 

very big variation: 85% - 104%; 6) abnormal variation: 105% and above. Within the limits of 

normal variation he defines the so-called lower norm: 5% - 24% (Zajtsev, 1990: 39). So, his 

norm (44%) is greater than the critical value (33%) for other scholars. 

  In order to set up a crucial limit for our phonemic variations, let us consider how the 

coefficient of variation behaves in speech acoustics. Let us consider fluctuation of the 

acoustic duration of speech sounds. The value of coefficient of variation of the voiced part of 

English consonants is 26.56% - 27.49%; tempo of speech - 7.69% - 16.04%; duration of 

Russian vowels 14.97% - 27.83% (Bondarko, 1981; Bondarko et al, 1983). The value of the 

coefficient of variation of Kumandin vowel duration is within the limits of 5.49% - 18.04% ; 
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in Ket the range is 20.51% - 34.97%. 

Compactness of the Ugric Taxon in comparison to Different Language Taxa 

Further we shall use the value of compactness to judge if some taxonomy or clusterisation is 

made correctly. This is shown in detail in Tables (cf. Tab 1 - 3). We will calculate the 

compactness of some language taxon, then unite it with some other taxon, and measure if the 

value of compactness becomes greater or lesser. We will be able to notice that the value of 

the compactness of an artificial taxon which consists of two or more groups is less than of a 

natural taxon. One can use the fact that if two groups are mingled together, then the 

compactness of the mixture is usually greater than the compactness of each group. In this 

case, one can judge how homogenous a taxon is. One can measure it with the help of the 

value of the coefficient of variation or the TMB-coefficient. If the value of the coefficient of 

variation or the TMB-coefficient becomes smaller, then the language which is introduced in a 

taxon belongs to the taxon. If it becomes greater, then the introduced language does not 

belong to the group, since its sound chain is typologically too different. In fact, this 

coefficient verifies the similarity of the sound chain of a language to the similarity of the 

other languages in a language taxon. The more similar a language is to the other languages of 

the taxon, the greater it raises its compactness. 

  Usually, genetically related languages have similar sound chains. The most similar are 

the consonants. This is why we took consonants as the basis for our study. The classical 

comparative method is built on the comparison of sounds. In this sense our method gives 

similar results. Let us show the sound similarities of the genetically related languages.  

 The Eastern subgroup of the Slavonic group of the Indo-European language family shows 

very close similarity: 

                   mother    brother   sister      children   grand-child 

Russian        mat'        brat        s'estra      d'et'i         vnuk 
Ukrainian     mati       brat        sestra       d'iti           vnuk 
Belorussian  matsi      brat        s'astra      dzetsi        unuk 
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We can take the compactness of the Eastern subgroup of the Slavonic taxon as a fair ethalon 

for language compactness. Its coefficient of variance is 7.72% and the TMB = 0.03. One can 

see that these 3 languages are really very similar. Further, we'll compare these values to the 

values of the other language taxa. 

  Approximately the same similar sound picture is found in other genetically related 

languages. Genetic relatedness shows typological closeness from the point of view of the 

sound chains. Therefore, if two languages have similar sound chains they may be genetically 

related, but at the same time they are typologically similar. We can judge typological 

closeness by the value of compactness. Sometimes, however, languages become 

typologically close due to contact over a long time. This is why, it is important to trace the 

contact of languages. We will compare the values of compactness of the groups in the 

language families where groups are well-defined (e.g. Finno-Ugric and Indo-European).  

Compactness of the Ugric Language Taxon  

The compactness of the Ugric language taxon allows us to find the answer to the question of 

how natural the Ugric language taxon is. Actually, that is the main aim of this article, to 

consider the set of languages called Ugric languages. According to the modern state of the 

development of Finno-Ugric studies, the Ugric subgroup of the Finno-Ugric language family 

is said to include Mansi, Hanty, and Hungarian. As a matter of fact, it is necessary to point 

out that we compare Hungarian not only to Finno-Ugric, but also to Turkic languages, 

because during its long history of development, Hungarian close contact with Turkic 

languages. Daniel Abondolo, Bela Kalman and other linguists underline that Hungarian is not 

typical among the Uralic family (Abondodolo, 1990: 577).   

 We take for our anasysis 5 Ugric languages and dialects: the Northern (Sos'va) dialect of 

Mansi, Konda dialect of Mansi, Northern (Kazym) dialect of Hanty, Eastern dialect of Hanty 

and Hungarian (Tab.1). 
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Tab. 1 
The Frequency of Occurrence of the Groups of Consonants and the Other Statistical 
Characteristics of 5 Ugric Languages and Dialects. Mean V%=27.66%; Mean TMB= 0.47.  
 
Conson.La
ng. 

Labial Front Palatal Back Sonor Occluss Fricativ Voiced 

Mansi 
North. 

13.56 30.08 6.79 10.64 32.03 17.00 12.04 2.74 

Mansi 
Konda 

12.29 29.72 12.30 8.46 30.07 16.56 16.15 4.50 

Hanty 
North. 

12.60 30.83 7.60 8.61 30.97 17.19 11.48 0.00 

Hanty 
East. 

10.45 30.81 5.19 13.53 21.83 24.20 13.95 10.51 

Hungarian 10.04 34.47 4.07 9.44 22.53 22.62 12.87 12.70 
Mean 11.79 31.18 7.19 10.14 27.48 19.51 13.30 6.09 
S 1.49 1.90 3.17 2.09 4.90 3.61 1.85 5.34 
SІ 2.22 3.61 10.05 4.35 24.01 13.03 3.41 28.52 
V % 12.65 6.09 44.08 20.57 17.82 18.49 13.88 87.69 
TMB 0.08 0.05 0.59 0.18 0.37 0.42 0.11 1.97 
Chi-sq 0.75 0.46 5.59 1.72 3.49 4.00 1.03 18.73 
1\2 CI 1.42 1.81 3.02 1.99 4.67 3.44 1.76 5.09 
 
   The data in Tab. 1 show that the value of coefficient of variation of the labial consonants is 

12.65% and TMB=0.08. Therefore, the front consonants of the 5 Ugric languages are 

dispersed less, as their values are 6.09% and 0.05 respectively. The most dispersed are the 

palatal consonants V=44.08% and TMB=0.59. We can compare every group of the 

consonants of the 5 Ugric languages in this way not only to each other but also to the other 

groups of languages. The labial consonants are dispersed in more or less the same way in the 

group of 7 Finnic languages (c.f. MV= 12.41% and MTMB= 0.08). However, they are more 

dispersed in the 4 Volgaic languages (MV=17.10% and MTMB=0.12). It takes much time 

and effort to compare each group of consonants. It is possible to find the cumulative value for 

all the groups. We should take the mean of the values in order to be compatible if the number 

of features (groups of consonants) becomes less or more. So, the mean value for the 

coefficient of variation is 27.66% and the mean TMB=0.47. They are greater then those of 

the Volgaic (V=17.90%; TMB=0.13) or Finnic (23.24%; TMB=0.35) groups. One must 

admit that the most compact is the Permic group (MV=11.65%; MTMB=0.07). In this group 

Komi-Zyrian is very close to Komi-Permian (MV=3.16%; MTMB=0.01). 
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 What can this mean? Only one thing, that the Ugric taxon is more dispersed and looks 

more like an artificial taxon. However, for this conclusion, we must consider Hungarian as a 

member of some other language taxa. Let us, consider the point of view of those linguists 

who claim that Hungarian must be considered a Turkic language. To prove it, we must 

introduce Hungarian into the taxon of the Turkic languages. 

 At the first sight it is quite striking that Hungarian makes the compactness of the Turkic 

taxon higher (MV= 18.42, MTMB= 0.21). However, if one takes into consideration the 

ethnic contacts of the Hungarians during their history, it is not so surprising. It may be 

because of the ancient contacts of Hungarians with Turkic peoples in Siberia and then for the 

period of the Hungarians living for more than one thousand years on the Volga river. Speech 

communication between Hungarians and the Ob-Ugrians, i.e., Mansi (Vogul) and Hanty 

(Ostjak), is not possible. We must point to the fact that the frequency of occurrence of the 8 

consonantal groups turns out to be quite different. It is important to bear in mind that A. 

Marcantonio came to the conclusion that Hungarian is not a Uralic language. She writes 

about the history of attribution of Hungarian either to the Finno-Ugric family (J. Budenz) or 

to the Turkic family (A. Vambery). She points out that 52% of the Hungarian lexicon should 

not be considered Uralic. She finds only 19% of the Budenz core lexicon to be surely Finno-

Ugric (Marcantonio, 2002: 37 - 48). 

 Let us indicate that the dispersion of the whole Finno-Ugric family (MV= 24.14%, 

MTMB= 0.47) is greater than that of its parts. Actually, this may be a sort of indication of the 

whole taxon having gaps, thus being rather dispersed than homogenous. Consequently, the 

Ugric and Baltic-Finnic languages obviously show different tendencies in the use of 

consonantal groups. The mean of the coefficient of variance (MV) in the subgroup of Ugric 

languages is 27.66%, MT = 0.47. The dispersion of the Baltic-Finnic subgroup is less (MV= 

23.24%, MTMB= 0.35). The dispersion of the Volgaic subgroup (MV= 17.90%, MTMB= 

0.13) is less than that of the Baltic-Finnic subgroup.  
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 Let us make some experiments in mixing up different subgroups of the Finno-Ugric 

languages. Let us mix up the Ugric and Permic taxa. The dispersion of this united Ugro-

Permic taxon (MV= 26.46%, MTMB= 0.46) is less than that of the Ugric taxon (MV= 

27.66%, MTMB= 0.47). This fact indicates the similarity in the distribution of consonants in 

the Ugric and in Permic languages. One can state that Ugric and Permic languages are 

typologically closer to each other than to the other Finno-Ugric languages. Robert Austerlitz 

seems to have no solid foundation to put Permic and Volgaic languages into one taxon with 

the Baltic-Finnic languages (Austerlitz, 1990: 570). Our data show quite vividly that Ugric 

languages are closer to Permic languages (cf. Table 2, 3). The united Ugro-Permic group is 

more compact (c.f. MV= 23.99%; MTMB= 0.47). Our statistical analysis conferm the 

conclusions of Budenz, Zsirai, Moor, Haidu, Redei and Helimskij, who believe that Finnic 

severed from the Ugro-Permic group rather than on the contrary.  

In order to prove this statement, we have to mix Ugric taxon with the Volgaic and Baltic-

Finnic taxa. 

 The united taxon of Ugric and Volgaic languages has a greater dispersion (MV= 26.35%, 

MTMB= 0.45), than the united taxon of Volgaic and Baltic-Finnic languages (MV= 23.22%, 

MTMB= 0.35). This means that Volgaic and Baltic-Finnic languages have more 

typologically similar tendencies. It will be interesting to see if these tendencies are preserved 

if we put some isolated Asiatic languages into the Finno-Ugric family. It may reveal if these 

isolated languages naturally belong there. 

 Let us depict the ordered series (showing the increasing dispersion) after the introduction 

there the following languages: Ket (MV= 24.76%, MTMB= 0.49), Yukaghir (MV= 24.90%, 

MTMB= 0.50), Korean (MV= 24.91%, MTMB= 0.49), Japanese (MV= 25.06%, MTMB= 

0.49), Nivhi (MV= 25.81%, MTMB= 0.54). Even Chinese shows a more similar typological 

tendency, than these genetically isolated languages (MV= 23.75%, MTMB= 0.46). The least 
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likeness demonstrated with the Finno-Ugric languages is Sweet Grass Cree, an American 

Indian language of Canada (MV= 26.62%, MTMB= 0.56). 

 We agree with those linguists who think that the foundations of the language 

classifications should undergo closer attention and stricter verification (Sharedzenidze, 1982: 

71).  In fact, Ago Ku"nnap and Angela Marcantonio believe that it is high time to reconsider 

some of the language families. They consider it quite wrong to call the Uralic set of 

languages "a family", since their genetic relationship has not been properly proved 

(Marcantonio, 2002). One can hope that our phonostatistical typological data may give lots of 

new material to reconsider different language taxa. This may allow linguists to verify some 

language taxa and to reject others. 

 It is possible to make the following conclusions:  

1.  The sound chains of the Ugric languages show that the Ugric taxon is not natural from the 

typological point of view, but rather artificial, i.e., created by linguists. It is high time to 

reconsider the place of Hungarian in the Ugric taxon.  

2.  The taxon of the Permic languages seems quite natural.  

3.  The Volgaic and Finnic taxa are less compact than the Permic taxon, but more compact 

than the Ugric taxon. 

4.  Labial, front, palatal, back, sonorant, occlusive, fricative and voiced consonants have 

rather strict limits of occurrence in Finno-Ugric languages.  

5.  The group of front consonants is used in different language taxa more compactly than the 

other 7 consonantal groups. The next compact group is occlusive consonants. 

6.  The frequency of occurrence of the voiced consonants is the most changeable and unstable 

feature among the 8 chosen features. It may be absent in some languages.  

7.  Usually, a language taxon is compact if its languages are typologically and genetically 

close.  
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8.  Our typologo-metrical approach on the phonological level shows which taxon is natural 

and which is not natural. The artificial taxon may be a mechanical conglomeration of 

different languages of different origin, put in one set by linguists for classification 

purposes. However, any artificial language taxon is quite useful at the early stage of 

investigation.  

 Our phonological data and the phonostatistical method may give linguists another 

impetus to reconsider the suspicious, i.e., disperse, language taxa.  

Tab. 2 
The Frequency of Occurrence of the Groups of Consonants and the Other Statistical 
Characteristics of Permic Languages. Compactness of the Permic Language Taxon by 8 
Features. The Permic Subgroup of the Finno-Ugric Language Family. Mean coefficient of 
variation (V%) = 11.65. Mean TMB=0.01. 
 

Consonant 
Lang. 

Labial Front Palata
l 

Back Sonor Occluss Fricativ Voiced 

Komi-Zyrian 10.21 32.94 9.59 5.94 21.83 20.65 16.20 13.05 
Komi-Permian 11.15 31.52 9.23 6.34 20.79 20.33 17.12 13.09 
Mean 10.68 32.23 9.41 6.14 21.31 20.49 16.66 13.07 
S 0.66 1.00 0.25 0.28 0.73 0.23 0.65 0.03 
SІ 0.44 1.00 0.06 0.08 0.53 0.05 0.42 0.00 
V% 6.18 3.10 2.66 4.56 3.43 1.12 3.90 0.30 
TMB 0.01 0.01 0.00 0.00 0.01 0.00 0.01 0.01 
Chi-sq 0.04 0.03 0.01 0.01 0.02 0.00 0.02 0.02 
1\2CI 8.39 12.71 3.18 3.56 9.28 2.92 8.26 0.38 
Udmurt 13.66 29.47 6.94 8.71 25.10 21.98 11.70 12.90 
Mean 11.67 31.31 8.59 7.00 22.57 20.99 15.01 13.01 
S 1.78 1.74 1.44 1.50 2.25 0.88 2.89 0.10 
SІ 3.17 3.03 2.07 2.25 5.06 0.77 8.35 0.01 
V% 15.25 5.56 16.76 21.43 9.97 4.19 19.25 0.77 
TMB 0.09 0.03 0.08 0.11 0.08 0.01 0.19 0.00 
Chi-square 0.54 0.19 0.48 0.64 0.45 0.07 1.11 0.00 
1\2 CI 5.41 5.29 4.38 4.56 6.84 2.68 8.79 0.30 

 
 
Tab. 3 
The Frequency of Occurrence of the Groups of Consonants and the Other Statistical 
Characteristics of 5 Ugric Languages and Komi-Zyrian. Compactness of the Ugric and Komi-
Zyrian Language Taxon by 8 Features. Mean coefficient of variation (V%) = 13.46. Mean 
TMB=0.46. 
 
N Language Labia 

% 
Front 
% 

Palat 
% 

Back 
% 

Sonor 
% 

Occlu 
% 

Fricat 
% 

Voice 
% 

1 Mansi Sos 13.56 30.08 06.79 10.64 32.03 17.00 12.04 02.74 
2 Mansi Kon 12.29 29.72 12.30 08.46 30.07 16.56 16.15 04.50 
3 Hanty Kaz 12.60 30.83 07.60 08.61 30.96 17.19 11.48 00.00 
4 Hanty East 10.45 30.81 05.19 13.53 21.83 24.20 13.95 10.51 
5 Hungarian 10.04 34.47 04.07 09.44 22.53 22.62 12.87 12.70 
m Mean 11.79 31.18 07.19 10.14 27.48 19.51 13.30 06.09 
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s Standard 01.49 01.90 03.17 02.09 04.90 03.61 01.85 05.34 
sІ S-squared 02.22 03.61 10.05 04.35 24.01 13.03 03.41 28.52 
V% Coeff. Var. 12.65 06.09 44.08 20.57 17.82 18.49 13.86 87.69 
χ² Chi-square 00.75 00.46 05.59 01.72 03.49 04.00 01.03 18.73 
TMB TMB coeff. 00.08 00.05 00.59 00.18 00.37 00.42 00.11 01.97 
Hlf  
CI 

Half Confid. 
Interval 

01.42 01.81 03.02 01.99 04.67 03.44 01.76 05.09 

 Ugric + 
Komi-Zyrian 

        

 Consonant 
groups 

Labia Front Palat. Back Sonor Occlu Fricat Voice 

 Komi-Zyrian 10.21 32.94 09.59 05.94 21.83 20.65 16.20 13.05 
m Mean 11.53 31.48 07.59 09.44 26.54 19.70 13.78 07.25 
s Standard 01.48 01.84 03.00 02.54 04.95 03.26 02.03 05.56 
sІ S-squared 02.19 03.40 09.00 06.42 24.50 10.63 04.13 30.91 
V% Coeff. Var. 12.85 05.86 39.51 26.84 18.66 16.54 14.75 76.66 
χ² Chi-square 00.95 00.54 05.93 03.40 04.62 02.70 01.50 21.32 
TMB TMB coeff. 00.09 00.05 00.54 00.31 00.42 00.24 00.14 01.93 
Hlf 
CI 

Half Confid. 
Interval 

01.22 00.95 05.02 02.05 01.65 00.54 00.43 03.82 

 
 
Tab. 4 
The Frequency of Occurrence of the Groups of Consonants and the Other Statistical 
Characteristics of 5 Ugric Languages and 3 Permic languages. Compactness of the Mixed 
Ugric and Permic Taxon by 8 Features. . Mean coefficient of variation (V%) = 23.99. Mean 
TMB=0.47. 
 
N Language Labia 

% 
Front 
% 

Palat 
% 

Back 
% 

Sonor 
% 

Occlu 
% 

Fricat 
% 

Voice 
% 

1 Mansi Sos 13.56 30.08 06.79 10.64 32.03 17.00 12.04 02.74 
2 Mansi Kon 12.29 29.72 12.30 08.46 30.07 16.56 16.15 04.50 
3 Hanty Kaz 12.60 30.83 07.60 08.61 30.96 17.19 11.48 00.00 
4 Hanty East 10.45 30.81 05.19 13.53 21.83 24.20 13.95 10.51 
5 Hungarian 10.04 34.47 04.07 09.44 22.53 22.62 12.87 12.70 
6 Komi-Zyrian 10.21 32.94 9.59 5.94 21.83 20.65 16.20 13.05 
7 Komi-Permi 11.15 31.52 9.23 6.34 20.79 20.33 17.12 13.09 
8 Udmurt 13.66 29.47 6.94 8.71 25.10 21.98 11.70 12.90 
m Mean 11.99 30.77 8.23 8.89 26.09 19.70 14.09  8.11 
s Standard 1.41 1.19 2.34 2.59 4.83 2.89 2.40 5.56 
sІ S-squared 1.99 1.47 5.47 6.68 23.33 8.37 5.77 30.91 
V% Coeff. Var. 11.78 3.88 28.39 29.08 18.53 14.68 17.05 68.55 
χ² Chi-square 0.99 0.28 3.98 4.51 5.37 2.55 2.46 26.68 
TMB TMB coeff. 0.08 0.02 0.32 0.36 0.43 0.20 0.20 2.12 
 
 
Tab. 5 
The Frequency of Occurrence of the Groups of Consonants and the Other Statistical 
Characteristics of 5 Ugric and 4 Volgaic Languages. Compactness of the Mixed Ugric and 
Volgaic Language Taxon by 8 Features.  
 
N Language Labia 

% 
Front 
% 

Palat 
% 

Sonor 
% 

Occlu 
% 

Fricat 
% 

Voice 
% 

1 Mansi Sos 13.56 30.08 06.79 32.03 17.00 12.04 02.74 
2 Mansi Kon 12.29 29.72 12.30 30.07 16.56 16.15 04.50 
3 Hanty Kaz 12.60 30.83 07.60 30.96 17.19 11.48 00.00 
4 Hanty East 10.45 30.81 05.19 21.83 24.20 13.95 10.51 
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5 Hungarian 10.04 34.47 04.07 22.53 22.62 12.87 12.70 
6 Mari Mnt 09.99 33.90 06.06 07.92 24.62 16.35 16.90 
7 Mari Lawn 09.47 37.95 01.90 09.28 23.81 18.22 16.57 
8 Mordo Erz 13.72 36.78 01.76 07.44 23.37 21.36 14.97 
9 Mord Mok 11.26 36.70 01.71 08.90 20.78 20.86 16.93 
m Mean 11.49 33.47 05.26 25.56 19.37 14.65 07.75 
s Standard 01.61 03.21 03.46 04.27 02.93 02.15 04.31 
sІ S-squared 02.59 10.30 11.97 18.23 08.60 04.60 18.58 
V% Coeff. Var. 14.00 00.58 65.66 16.72 15.13 14.64 55.64 
χ² Chi-square 01.80 02.46 18.21 05.71 03.55 02.51 19.18 
TMB TMB coeff. 00.12 00.16 01.17 00.37 00.23 00.16 01.24 
Hlf 
CI 

Half Confid. 
Interval 

00.99 01.99 05.26 02.65 01.82 01.33 02.67 

 
 
Tab.6  
Compactness of the Volgaic Language Taxon by 8 Features. The Volgaic Subgroup of the 
Finno-Ugric Language Family. 
 
N Language Labia 

% 
Front 
% 

Palat 
% 

Back 
% 

Sonor 
% 

Occlu 
% 

Fricat 
% 

Voice 
% 

Sum, 
% 

1. Mari Mnt 09.99 33.90 06.06 07.92 24.62 16.35 16.90 09.43 57.87 
2. Mari Lawn 09.47 37.95 01.90 09.28 23.81 18.22 16.57 08.89 58.60 
3. Mordo Erz 13.72 36.78 01.76 07.44 23.37 21.36 14.97 11.42 59.70 
4. Mord Mok 11.26 36.70 01.71 08.90 20.78 20.86 16.93 09.52 58.57 
m Mean 11.11 36.33 02.86 08.39 23.15 19.20 16.34 09.82  
s Standard 01.90 01.72 02.14 00.85 01.66 02.35 00.93 01.11  
s² S-squared 03.61 02.96 04.58 00.72 02.76 05.52 00.86 01.23  
V% Coeff. Var. 17.10 04.73 74.83 10.13 07.17 12.24 05.69 11.30  
χ² Chi-square 00.97 00.24 04.80 00.26 00.36 00.86 00.16 00.38  
TMB TMB coeff. 00.12 00.03 00.61 00.03 00.05 00.11 00.02 00.05  
Hlf 
CI 

Half Confid. 
Interval 

03.49 03.16 03.93 01.56 03.05 04.32 01.71 02.04  

 
 
Tab. 7 
Compactness of the Balto-Finnic Language Taxon by 8 Features. The Balto-Finnic Subgroup 
of the Finno-Ugric Language Family. 
 
N Language Labia 

% 
Front 
% 

Palat 
% 

Back 
% 

Sonor 
% 

Occlu 
% 

Fricat 
% 

Voice 
% 

1. Veps 11.11 24.87 10.46 11.52 19.30 24.71 13.95 13.97 
2. Vodian 11.95 33.62 02.68 07.66 20.71 21.93 13.26 08.50 
3. Estonian 10.21 35.18 01.62 07.69 22.45 20.45 11.80 09.82 
4. Karelian (Tihvin) 09.66 24.79 09.83 09.89 21.73 20.36 12.08 08.02 
5. Karelian (Livvik) 09.66 24.79 09.83 09.89 21.73 20.36 12.08 08.02 
6. Karelian (Ludik) 08.66 34.53 01.43 10.38 19.01 21.67 14.32 11.80 
7. Finnish 08.73 34.44 02.19 08.75 23.32 18.00 12.79 03.57 
m Mean 10.21 31.03 04.69 09.49 21.20 20.82 13.41 09.29 
s Standard 01.27 04.59 03.87 01.49 01.60 02.23 00.88 03.31 
sІ S-squared 01.61 21.07 14.98 02.23 02.57 04.96 00.77 10.96 
V% Coeff. Var. 12.41 14.79 82.58 15.73 07.56 10.69 06.54 35.60 
χ² Chi-square 00.95 04.07 19.16 01.41 00.73 01.43 00.34 07.08 
TMB TMB coeff. 00.08 00.32 01.52 00.11 00.06 00.11 00.03 00.56 
Hlf 
CI 

Half Confid. 
Interval 

00.93 03.36 02.85 01.09 01.18 01.63 00.64 02.49 
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Tab. 8 
The Frequency of Occurrence of the Groups of Consonants and the Other Statistical 
Characteristics of Volgaic and Balto-Finnic Languages. Compactness of the mixed 
Volgo_Finnic Language Taxon by 8 Features. Mean coefficient of variation (V%) = 23.22. 
Mean TMB=0.35. 
 
N Language Labia 

% 
Front 
%

Palat 
%

Back 
%

Sonor 
%

Occlu 
%

Fricat 
%

Voice 
% 

1. Mari Mnt 09.99 33.90 06.06 07.92 24.62 16.35 16.90 09.43 
2. Mari Lawn 09.47 37.95 01.90 09.28 23.81 18.22 16.57 08.89 
3. Mordo Erz 13.72 36.78 01.76 07.44 23.37 21.36 14.97 11.42 
4. Mord Mok 11.26 36.70 01.71 08.90 20.78 20.86 16.93 09.52 
5 Veps 11.11 24.87 10.46 11.52 19.30 24.71 13.95 13.97 
6 Vodian 11.95 33.62 02.68 07.66 20.71 21.93 13.26 08.50 
7 Estonian 10.21 35.18 01.62 07.69 22.45 20.45 11.80 09.82 
8 Karelian (Tihvin) 09.66 24.79 09.83 09.89 21.73 20.36 12.08 08.02 
9 Karelian (Livvik) 09.66 24.79 09.83 09.89 21.73 20.36 12.08 08.02 
10 Karelian (Ludik) 08.66 34.53 01.43 10.38 19.01 21.67 14.32 11.80 
11 Finnish 08.73 34.44 02.19 08.75 23.32 18.00 12.79 03.57 
m Mean 10.54 32.96 4.02 9.09 21.90 20.23 14.47 9.48 
s Standard 1.50 4.55 3.35 1.37 1.83 2.30 1.71 2.65 
s² S-squared 2.25 20.70 11.22 1.87 3.33 5.30 2.91 7.00 
V% Coeff. Var. 14.22 13.80 83.27 15.04 8.34 11.37 11.79 27.90 
χ² Chi-square 2.13 6.28 27.91 2.06 1.52 2.62 2.01 7.38 
TMB TMB coeff. 0.12 0.34 1.52 0.11 0.08 0.14 0.11 0.40 
Hlf 
CI 

Half Confid. 
Interval 

0.82 2.48 1.83 0.75 0.99 1.26 1.23 1.44 

 
 
Tab. 9 
The Total and the Mean Values of the Variance Coefficient and the TMB Coefficient by 8 
Features in the Ugric Language Taxon. Introduction of Permic and Volgaic Languages into 
the Ugric Language Taxon.  
 
Language Taxon Total V% Mean V% Total  TMB Mean  TMB 
Ugric   221.27 27.66 3.77 0.47 
Ugric + Permic 191.94 23.99 3.73 0.47 
Ugric + Volgaic 210.78 26.35 3.63 0.45 
 
 
Tab. 10 
The Total and the Mean Values of the Variance Coefficient and the TMB Coefficient by 8 
Features in the Volgaic Language Taxon. Introduction of  Balto-Finnic Languages into the 
Volgaic Language Taxon.  
 
Language Taxon Total V% Mean V% Total  TMB Mean  TMB 
Volgaic 143.19 17.90 1.02 0.13 
Volgaic + Balto-Finnic 185.73 23.22 2.82 0.35 
 
 
Tab. 11 
The Total and the Mean Values of the Variance Coefficient and the TMB Coefficient by 8 
Features in the Balto-Finnic Language Taxon.   
 
Language Taxon Total V% Mean V% Total  TMB Mean  TMB 
Balto-Finnic 185.90 23.24 2.79 0.35 
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Tab. 12 
The Total and the Mean Values of the Variance Coefficient by 8 Features in the Finno-Ugric 
Language Family in Comparison with the Other Language Taxa. 
 
Language Taxon Mean V% 
Ugric  27.66 
Balto-Finnic 23.24 
Volgaic 17.90 
Western Slavonic 10.07 
Eastern Slavonic 7.72 
North-West Iranian 6.48 
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